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Abstract 

 
A new method of parameters jumps detection in economic processes is presented. A jump of the economic process parameter must be 
understood as a rapid parameter change for a time that does not exceed the period of process registration.  A system of stochastic 
differential equations for a posteriori density probability of a jump is synthesized. The solution of the system is the probability of a 
parameter jump, the estimation and variance of the jump in the presence of a priori information under conditions of noise influence. The 
simulation results are conducted for profitability of machine building industry of Kharkiv region, Ukraine. The system provides detection 

of jump parameters, even in conditions of intense noise of economic nature. To increase the probability of finding jumps it is necessary 
to have a priori information. 
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1. Introduction 

Estimation of economic processes parameters of an enterprise, 
branch of economy or economy as a whole is an issue of current 
importance, especially during the crisis in Ukraine. 
For other European countries, this is also relevant in connection 
with the growing volatility and problems of VUCA world 
(volatility, uncertainty, complexity and ambiguity). The 
functioning of any economic system in the modern VUCA world 

makes economic processes quick and unpredictable. A complex 
system can move from one state to another jump, that is within a 
very short period of time. The jumps of such economic parameters 
as profitability, economic value added, net present value, etc. 
could not be detected on time without the proper mathematical 
method using. In general, behaviour of an economic system could 
be described by stochastic process, as a sum of quasi-determined 
signal and noise which distorts real information about the process. 

Jumps are considered to be rapid or utterly rapid changes of 
stochastic processes parameters describing a system behaviour. 
For appearance of jumps some reasons are necessary which could 
be either objective or subjective. The first type often occur in 
physical processes, and the second one, for example, in the 
economy. Different public phenomena, decision of government 
etc. could cause the jumps of economic parameters, both positive 
and negative. Knowledge of jumps parameters is an important 

factor for the management an economy. Basic parameters, as a 
rule, are an intensity of jump, its dispersion and the moment of its 
appearance. For the estimation of aforementioned parameters 
proper stochastic models are created. 
 
 

2. Review of Literature  

At the basis of each model a stochastic process lies. It was first 
studied in statistical physics. The simplest models of a random 
process are the Wiener process that describes the Brownian 

motion of particles of matter, and the Poisson process. These two 
processes are a special case of the Lévy process used in [1] to 
evaluate the switching mode. Lévy process is a stochastic process 
with independent stationary increments and describes the 
movement of a point, whose successful movements are random 
and statistically independent at intervals of the same duration. The 
evaluation of the strategy in [1] is based on a two-step procedure 
for evaluating the diffusion of parameters in the presence of 

switching and estimating the Lévy jump component by means of 
inverse Gaussian distributions adapted to each mode. Gaussian 
and Markov random processes are widely used in practice. There 
are no jumps in all of these random process models. That is why 
in practice models of jumps are either intentionally introduced into 
the model of a random process, or a jump is considered to be an 
abnormal value of the process parameter. For this, of course, some 
threshold is used and the excess of threshold being treated as a 

jump. For example, in [2] the threshold sets for the test statistics 
of the Dow Jones index.  

Random processes are often modulated in the form of the sum of a 
deterministic process, which is subject to some laws, and noise. In 
[3], noise is a market-based microstructural noise, which makes it 
difficult to detect a jump in asset prices. In [4], the model has a 

market and an individual component. In [5], the financial series 
are described conventionally by the Gaussian model that is 
“contaminated” by jump components. Noise in models is 
considered to be white or even multiplicative white noise [6]. To 
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describe the economic processes of updating (renewal process), 
[7] uses the continuous random walk process (CTRW), which was 
previously introduced in physics as a model of standard and 
abnormal diffusion. CTRW processes can be both Markov and 
semi Markov. To simulate such processes, the Monte Carlo 
method is widely used. Many models of jump-diffusion processes 

[8] have been proposed to describe asset prices.  
The basis of the approach to detecting jumps of the parameters of 
economic processes are different statistical tests. In [3], the 
researched local average is used for short jumps, and in [9] there 
are a number of tests: CPR, Corsi, Pirino, Reno, MEDR, each of 

which has its own efficiency for different conditions. Both 
parametric and nonparametric tests are considered, in particular 
[10] uses the asymptotic distribution for nonparametric tests. In 
[11], based on the use of intraday highs and minima of asset 
prices, the conditions for detecting jumps, exchange rates, etc. are 
investigated. With the help of jump-diffusion processes [8], the 
CRB index is evaluated for its further use in assessing systematic 
price risks. Models of Stratonovich and Marcus [6] are 

constructed so that, for appropriate conditions, it would be 
possible to operate with stochastic integrals as with ordinary ones. 
In [6], Marcus canonical equation is introduced as the limiting 
equation of systems described by the model of the Levy-Ornstein-
Uhlenbeck using colour noise. In order to detect jumps in financial 
markets,  the use of bi-power variations, which makes it possible 
to obtain the intensity of jumps, the mean value and the variance is 
proposed in [12, 13]. In [14], a test is proposed to determine the 
jump in the return of assets or other discrete processes. The test 

does not depend either on the law of the process or on the 
coefficients of the solvable differential equations, does not require 
a preliminary value of these coefficients and does not depend on 
the activity of the jumps.  
The main drawbacks of the methods described above for detecting 
jumps are: 
- all methods are based on the use of statistical tests that are not 
universal and are well suited for analyzing only individual 

economic processes;  
- the results of detecting jumps of process parameters are too 
inertial and appear after processing of a large amount of statistical 
material; 
- most methods do not require a priori knowledge of the stochastic 
process, but really such knowledge exists; 
- the proposed methods do not provide clear settings for the 
intensity of noise, in which it is possible to detect the jump; 

- many of these methods do not simultaneously provide 
information on the intensity of the detected jump, the accuracy of 
its definition; 
 - in the works, the probability of finding a jump for specific 
conditions is not evaluated. 
Almost all of these shortcomings are eliminated by the method 
proposed in the article. It is based on the Fokker-Planck-
Kolmogorov equation in the form of a system of differential 

equations in partial derivatives, which was initially obtained in 
statistical mechanics. It describes the evolution in time of a 
posteriori probability density of the investigated parameter of a 
process. On the basis of this equation, Stratonovich received an 
equation that is most suitable for describing rapid radio 
engineering processes. It tracks the maximum of a posteriori 
probability density of the investigated parameter. 

 

3. Objective of the Study  

 
The objective of the study is to develop a method for detecting and 
estimating the jumps of the economic processes parameters, for 
example, the profitability of a separate economic system. 

 

 

 

4. System of Detection and Measurement of 

Rapid Changes in the Parameters of 

Profitability 

 
Let’s develop a system for detecting and evaluating the jumps of 
profitability parameters, considering the profitability as a 
continuous random process. To obtain a system of differential 
equations we use the Stratonovich equation [15] and the method of 
averaging over time [16]. Consequently, the random process of 
profitability is observed by some system (receiver) that is able to 
estimate profitability and its components. However, it is difficult 
to obtain the exact value of profitability, since there is a large 

number of unpredictable factors that interfere with the work of the 
receiver and create noise. In some cases, there is a steep increase 
or decrease in profitability, that is, a jump in the profitability 
parameter or overall profitability. This jump may be omitted due 
to the presence of noise. Hence the problem of detecting jumps of 
these parameters and estimating their level in conditions of 
interference or noise arises. 
We have built a model of profitability of operational activity of 

enterprises of Kharkiv region by types of industrial activity 
(machine building) based on data for 2010 - 2016 [17]; the 
exponential smoothing method was used in Excel. 

 
Fig. 1: Graph of actual and simulated values of profitability of operational 

activity of Kharkiv region enterprises by types of industrial activity 

(machine building). 

The model is described by the polynomial of the third degree  
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 where t - the time, i - the dimensional coefficients, which, for 

given conditions are: 

0 1 2 34.3; 2.2913; 0.7583; 0.861.             

The graph of the function r (t) (Fig. 1) in order to simplify the 
further presentation can be approximated by a quadratic function, 

which is determined by the method of least squares 

 2( ) 4.3 0.27apr t t  .  

Taking into consideration noise at the input of the receiver (the 
register of profitability) there will be an occasional process 
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or one unknown in the general case of a component that is 

statistically independent of noise ( )n t .  

There is a possibility of a jump-like change of profitability which 

is mathematically described as
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where   - the dimensionless coefficient, for example, 1  ; 

  - a jump of dimensionless coefficient which characterizes the 

jump in profitability. On the other hand, after a profitability jump 
the function type ( , )r t   may change significantly. Such a change 

is described by the coefficient jump in the function of profitability, 
that is, the unknown value   shown in (3). Note that the jump 

of the economic processes parameters must be understood as a 
rapid (abrupt) change in the parameter in a time that does not 

exceed the period of registration of this process, in our case, 

profitability. Suppose further that the random jump moment 
jump  

does not depend on noise ( )n t  and is a priori distributed by the 

Gaussian law with mean values jump  and variances 2

jump .  

In the problem we are interested in jumping two parameters that 

characterize profitability:   and  . They are components of 

a random vector process ( )x t . The priori equation describing the 

probability density of this vector process has the form  
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where L  is the Fokker-Planck operator which takes different 
expressions before and after the jump, i. e.  
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In practice, the magnitude of jumps ,    at the jump moment 

jump  is usually a priori unknown. The problem consists in the 

fact that, on the realization  y t  of a random process that 

describes the profitability, on the interval  0,  t  to obtain the 

optimal in the mean square estimation ( )x t  of the  of the state 

vector ( )x t  filtering. For a complete definition of this problem, it 

is necessary at the initial time 0t   to set a compatible a priori 

probability density ( , )xP x   of random totality { , }x  .  

Using the general results of the theory of random Markov 
processes for the a posterior density of the probability of the 

Markov totality { , }x   let’s write the Stratonovich equation [16]  
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with the initial condition 
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Here ( )L  - the same operator as in the equation (4), and the 

function ( , , )F x t   is determined by the expression [16]  
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where 1N   - the matrix which is the inverse matrix of the spectral 

intensity of the observations noise in the model, and the other 
functions are determined by the formulas:  
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By introducing some additional functions we transform (6). Let 

( , )xW x t  and ( , )W t    - one-dimensional a posteriori density 

probabilities of the vector x  and moment of a jump   at time t:  
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We introduce a posteriori probabilities of occurrence and absence 

of a jump of the profitability parameter by the time moment t   
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and probability density 
0 ( , )W x t  and 

1( , )W x t  by means of 

relationships  
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The derivation of a system of stochastic differential equations 
(SDE) for determining the jumps of random process parameters is 
given in the appendix using materials [18, 19].  
Let’s consider the system of optimal measuring the magnitude of 
the jumps of profitability parameters in an unknown a priori 
moment of time  . We assume that the signal shows the change 

of parameters and has the form (3). Here, the parameters 
0,       

and white Gaussian noise ( )n t  with spectral intensity 00.5 N , 

which is easy to simulate on a computer, are known. Unknown 
values in (3) are profitability jumps that arise in an unknown a 
priori moment of time   and are described by parameters 

,   . There are theoretically possible situations of a jump 

  occurrence without a jump   at a given time moment   

or a jump   without a jump  . The most probable situation 

is the appearance of both jumps, that is,   and  . We 

assume that at the initial moment of time 0t   a priori 

probability density ( )P  , ( )P     and ( )P      are given. An 

apriori compatible distribution of the probability density of the 
specified parameters or two of them can also be specified. 
Everything is determined by the statement of the problem.  
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Consequently, in the accepted notation we have a random vector 

to be evaluated ( )x t




 
  

 
 but the time of the jump occurrence 

  and the jumps magnitudes ,    themselves are unknown. 

Assuming that they do not change with time, we obtain 

0 1( ) ( ) 0.L L   Substituting the relation (9) to (12) into 

equation (6), we get 
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We will use the Gaussian approximation of functions 
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where   - the correlation coefficient between jumps   and 

,  
2
 , 

2
  - the variances of the magnitude fluctuations of 

the corresponding jumps   and  ,  ,   - are their 

mean values.  

In the ratio (20) there are no indexes for the corresponding 

parameters. The function 0 ( , , )W t     characterizes the a 

priori probability density of the profitability parameters before 

jumps, and the function 1( , , )W t     - after the jumps. The 

average function in the equations (16, 17, 19) is calculated as 
follows:   

 

   (21) 

 

where m , m  - the maximum expected magnitudes of jumps 

  and  .  

In the system of SDE (16) ... (19) almost all the necessary 
functions are already defined, except for the a priori distribution of 

time jump occurrence ( )P t , which we also consider to be 

distributed according to the Gaussian law with the expected mean 

value of the jump time t  and the variance of this time 
2. The 

function ( , )P        in the ratio (18) describes the a priori 

distribution of the jump parameters ,   .   
Let’s consider the differential equation of the system (19). It, with 
the help of other equations of the system, allows us to estimate the 
maximum of a posteriori density of the probability of profitability 

1 ,( ),, tW      i. e. in the ideal case, the right part of this equation 

should be close to zero. Determination of the global minimum of 

the right-hand side (19) as a function of two variables ,    

was carried out in the process of solving the system of equations 
by stochastic search using a genetic algorithm.  
To evaluate the system workability for detecting profitability 
jumps, let us give an example of a rapid parameters change (Fig. 

2) which are part of the system of differential equations (16) ... 
(19). Due to the such behaviour of these parameters, the 
profitability changes by a jump (Fig. 3, a) at some time moment 
and under noise conditions this dependence takes the form, as 
shown in Fig. 3, b or Fig. 3, c.  

 
а 

 
b 

Fig. 2: The examples of parameters jumps   (а) and   (b)  

 

a 

 

b 

 
с 

Fig. 3: The examples of profitability jumps during the year in the absence 

(a) and presence of noise (b, c). 

 
In Fig. 3, b the ratio of the jump amplitude to the amplitude of 
noise is ten, and in Fig. 3, c is a unit. 
Fig. 4 shows the time dependence of the jump probability 

detection for conditions that correspond to the graph in Fig. 3, c.  
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Fig. 4: Dependence of the probability of jump profitability detection from 

time for conditions presented in Fig. 3, c . 

 
At the jump moment this probability is close to zero, but over 
time, it increases and reaches a value close to one, that is, the jump 
profitability detection system turns out to be a delayed system. 

This is confirmed by the speed of the system's operation, which is 
determined by equation (17) (Fig. 5).  

 
Fig. 5: Speed of operation of the jump profitability detection system in 

relative units.  

 

As it follows from Fig. 5, the speed z  of the detection system at 
the time of jump is zero, and after some time it increases, which 
makes it possible to detect a profitability jump.  
As already noted, the solution of the SDE (16) to (19) is 
accompanied by the search for a maximum of a posteriori 

probability density 1 ,( ), tW      and is not attractive and 

convenient for obtaining practical results. We synthesize a system 

of stochastic differential equations for a case where only one 

parameter   determines the jump of profitability. The signal 

model for processing in the system is similar (3), but in it 0.   

We assume that at the initial moment of time given a priori 

probabilities density ( )P   and ( )P     are given. The prior 

compatible distribution of the probability density of the specified 
parameters or two of them may also be known. Therefore, in the 
accepted notation, the random vector ( )x t  to be evaluated has 

only one component  , but the moment of the jump occurrence 

and the value of the jump itself   are unknown. All the 

necessary functions for compiling the system of differential 
equations and describing the jump   are determined in the 

same way as the relations (9) to (12). Using the functions 

0 ( , ),W t   
1( , )W t   we obtain the system of equations which is 

analogous to the system (16) to (19):  
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 2 ( )D t    - fluctuations variance of the jump magnitude  , 

and 2

pr  is the a prior value of this variance which does not 

change over time in the selected system of equations (22)…(25); 

  - its average value which change in time (in modeling, we 

consider it constant); pr  - the average a priori value of the 

jump which is always unchanged, 
m  is the maximum of the 

jump expected value. The "erf" symbol indicates the integral of 

probabilities. 
In addition, for solving SDE, the appropriate initial conditions are 

required, for example, 0
1 1 1( 0) (0)p t p p   , where 0

1
p  is the a 

priori probability of a jump that equals some a priori value.  
The system of differential equations (22) ... (25) differs from 
system (16) ... (19) by the fact that in it explicitly we have the 
equation for estimating the profitability jump (24) and its variance 
(25). For a separate case, the change of profitability without noise 
and in the conditions of noise is depicted in Fig. 6.  
For simulation, the parameter   jumps of different amplitudes 

were selected (Fig. 7). 

It is obvious from Fig. 6, that it is very difficult to detect 
profitability jump visually because it is suppressed by noise. The 

solution of the SDE system (22) to (25) allows us to detect these 
jumps with a high probability, as it is shown in Fig. 8.  
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As it can be seen from Fig. 8, with an increase of the jump 
amplitude the probability of its detection increases. The jumps 
with an amplitude of 40% are detected with a probability of 
approximately 0.75 for given conditions. The graphs that 
characterize the speed of system operation have a similar form. 

 

а 

 

b 

 

с 

Fig. 6: Jump profitability during the year in noise conditions such as in 

Fig. 3 . 

 

 

Fig. 7: Jump parameter   of three amplitudes: 40%, 45% and 50%. 

 

Fig. 8: Time dependence of the probability of the parameter   jumps 

detection for different jump amplitudes in noise conditions, such as in Fig. 

6.  

 
Note that the simulation of the system is carried out for a case 
where the noise components are practically identical with the 

magnitude of profitability, that is, in strict conditions and even in 

such conditions, the probability of jump profitability finding turns 
out to be quite high. 
At the enterprises, and even in the industry as a whole, the daily 
profitability rate is not measured. According to statistical forms, at 
the enterprise, this happens periodically one time per month, 
quarter, year, and Region Administration will summarize 
annually. This fact makes the detection of jumps even more 
valuable for improving the management of economic objects. The 

method developed in the article allows to reveal both positive and 
negative advances of the economic index (in this case, 
profitability), and the diagnostic value of a negative jump 
detection is much higher because this information allows to 
identify the negative factors that reduce profitability and in the 
future can lead to a long-term decrease in profitability. But the 
identification of positive jumps is also valuable information that 
will enhance the impact of positive factors and make the 

temporary increase (jump) permanent or repeating itself.    

 

5. Conclusion 

 
A system of optimal detection and estimation of parameters jumps 
for economic processes on an example of profitability is 
synthesized in the article. The optimality of the system is ensured 

by finding the maximum of a posteriori probability density of 
jump profitability. The best situation for system operation is to 
detect and evaluate only one jump of the random process 
parameter. The main attention in the article is devoted to 
determining the probability of detecting jumps in different noise 
conditions. Even in the conditions of a high noise level which is 
commensurate with profitability, the high values (no less than 
0.75) of probability of finding a jump are achieved. Detection of 
the jump is obtained with a delay relative to the moment of the 

jump and this is insignificant for economic processes. The 
probability of false jump detection is not considered in the article, 
although it can be obtained from the given formulas. Similarly, 
from the equations one can obtain both the numerical value of the 
jump and its variance. At enterprises the profitability rate is not 
measured daily. Hence, the role of the method of a profitability 
jump detection rises. The developed method can be used to detect 
the jumps of other parameters, for example, the exchange rate. 
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Appendix - Derivation of the Stochastic 

Differential Equations System for the 

Parameters Jumps Estimation 

From formula (13) it is clear that 

0 0 1 1( , ) ( ) ( , ) ( ) ( , )xW x t p t W x t p t W x t        

Using the relation (13), we find the equation for the introduced auxiliary 

functions 
1( ),p t  

0( , ),W x t 1( , )W x t . To do this, we differentiate the 

products 
0 0( ) ( , )p t W x t  and 

1 1( ) ( , )p t W x t  in time taking into account 

the representation (15) and equation (6).  

0 0
0 0

1 1
1 1
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dW x t dp t
p t W x t

dt dt
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Derivatives under integrals are found by means of the relation (6), and we 

obtain  
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                        (A4)  

We integrate these expressions by x  and apply (5), (8) and (14). As a 

result, an equation for probability 
1( )p t  is obtained 
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Let's denote 

1 1 1 1( , ) ( , ) ( , )F x t W x t dx F x t
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Let us represent the probability density ( , ; )xW x t    in the form of the 

product of one-dimensional ( , )W t    and conditional 
/ ( / ; )xW x t dx    

densities  

/( , ; ) ( , ) ( / ; )x xW x t dx W t W x t dx        .                                       (A9) 

 

Substituting (A8) and (A9) into (A4), we find the equation for the 

functions 
0( , )W x t  and 

1( , )W x t   

0 / 0
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. 

The initial conditions for the system of equations (A8) and (A10) are 

obtained from (7), (14), (15):  
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   .  

Here ( ) ( , )xP P x t dx 




   is the a priori probability density of the jump 

time.  

The equations (A10) for functions 
0( , )W x t  and 

1( , )W x t  have the form 

similar to the Stratonovich equation for aposterior probability density. 

However, the right part of the equations (A10) includes additional 

components that determine the possibility of estimating a jump occurrence 

at the time .t   

To ensure the system of equations (A8), (A10) is closed, it is necessary to 

determine a posteriori density of the probability ( , )W t    of the jump 

occurrence at the moment t   and the conditional probability density 

/ ( / ; )xW x t    of the distribution x  at that time moment.  Let’s find the 

formula for ( , )W t    and 
/ ( / ; )x xW t    at arbitrary value of  . 

Integrating equation (6) by x , we obtain the equation for the probability 

density ( , )W t   :  
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      ,  

/( , ) ( , ) ( , ) ( , , ) xG t G t W t d F x t      




         .  

Substituting (A9) into (6) and using (A12), we find the equation for the 

conditional probability density 
/ ( / ; )x xW t   :  
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The initial condition for the equation (A13) is in (7):  

/ /0
( / ; ) ( / ) ( , ) / ( )x x xt
x xW P Pxt P      


   .                          (А14) 

In the future we restrict ourselves to considering the case of independent 

initial distributions of the state vector x  and the jump moment  . At the 

same time a posteriori values x  and   remain statistically independent. 

So,  

( , ) ( ) ( )x xP Px Px    .                                                                     (А15) 

Then the initial condition for the equation (A13) will not depend on  :  

/ 0
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W tx xP 


  .                                                                 (А16) 

 

Let’s consider the solution (A13) when t  . Taking into account (5) and 

(8), the equation (A13) can be written as  
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where 0 t    and the initial condition corresponds the condition (15). 

Since the operator 
0( )L , function 

0( , )xF t  in (A17) and the initial 

condition (7) do not depend on  , then the solution of this equation also 

will not depend on  .  

Let’s compare the equation (A17) for the conditional probability density 

/ ( / ; )x xW t    with the first equation (A10) for the function 
0( , )xW t  

and note that the initial conditions (A11) for the system (A8) and (A10), 

taking into account the a priori independence of the distributions x  and 

 , take the form  
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Therefore, the functions 
/ ( / ; )x xW t    and 

0( , )xW t  coincide at the 

initial moment of time 
0 0t  . Since the solution of the equation (A17) 

does not depend on   at any 0 t   , comparing the first equation of 

the system (A10) with (A17), we conclude that  

 

/ 0( / ; ) ( , ),  0x x W t txW t       .                                                 (А19) 

 

Thus, the desired conditional probability density 
/ ( / ; )x xW t    for all 

0t    

/ 0( / ; ) ( , )xW t xW tx     .                                                                  (А20) 

The equation for the auxiliary probability density 
0( , )xW t  taking into 

account (A20) acquires a simpler form  
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The solution of the equation (A12) for ( , )W t    can be written as follows  
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0

( , ) ( )exp{ [ ( , ') ( , ') ] '},   0

t

W t P G t G t dt t             .           

(А22) 

To calculate the value of a function ( , )W t    at a point t  , it must be 

taken into account that the relations (A12), (A19) are performed when 

't t   
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Substituting these expressions in (A22), we obtain  

( )( , ) ( )exp ,   0z tW t P t      ,                                                        (А24) 
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The system of equations (A10), (A11) can now be written as:  
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with initial conditions 
0

( ) 0
t

z t

 . 

The equations (A25) solve the problem of optimal nonlinear estimation of 

the state vector x . Indeed, using the equation (A1), the optimal in the 

mean square sense the estimation ( )x t  of the state vector ( )x t  can be 

represented as the sum of two elementary estimates 0,1( )x t , which are the 

mathematical expectations of the auxiliary probability planes 0,1( , )W x t :  

00,1 1 1 1

1 0 1 1
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.                     (A26) 

From the solution of the equation (A25) we cannot find the optimal 

estimation   of the jump time   at the time t, since from (A23), (A24) 

we will be aware of the values of the a posteriori probability density 

( , )W t    only for t  . However, using equation (14), it is easy to see 

that at the time 
0t  when   

01( ) 1/ 2,tp   

the ratio  

0

0

0 0( , ) ( , ) .

t

t

d dW t W t    




                                                            (A27) 

is executed.  

It follows directly that time 
0t  is the optimal estimation of the jump time  

0jump t  .                                                                                            (A28) 

To clarify the estimation of the jump moment jump , when
0t t , it is 

necessary to solve a much more complicated equation (A12) for ( , )W t   .  

 


