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Uses of programmable logic integrated circuits for implementations of
data encryption standard and its experimental linear cryptanalysis

This paper presents two original programmable logic integrated circuits (FPGA) implementations of a DES
encryption/decryption core. This implementations are the fastest ones known nowadays. In design, the plaintext, the key,
and the mode (encryption/decryption) can be changed with no dead cycles. The resulting design is deployed on eight
FPGAs and allows usto find (12 + 1) key bitsin about 2.3 hours.
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1INTRODUCTION In the second part, this paper deals with linear

The rapid growth of secure transmission is a @iticcryptanalysis. Linear cryptanalysis is a cryptatiely
point nowadays. We have to exchange data secutelyt@ghnique that takes advantage of possible inptgbu
very high data rates. Efficient solutions have te (gorrelations over a cipher. By evaluating the Imea
hardware implemented and flexible in order to egohith a@pproximation for a sufficient number of plaintext
the permanent changes in norms. FPGA (Fieq‘éphertext pairs, it is poss!ble to recover soms bf the
Programmable Gate Array) implementations of theleri Key faster than an exhaustive search. _

Data Encryption Standard (triple-DES) efficientlyeet [N 1993, Matsui [4], [S] proposed a known-plaintext
these constraints. Triple-DES is based on thresemiiive linear attack against a full DES. It typically réggs 243
DES (without intermediate IP and IP-1 permutatioldjS known plaintext/ciphertext pairs to recover (12 )ts&cret

is very well suited for FPGA solutions. key bits. .

Some high-speed DES hardware implementations Recently, Knudsen and Mathiassen proposed three
have been published in the literature. These designoll chosen-plaintext attacks [1], the third one becgriine
the 16 DES rounds and pipeline them. Patterson raadBest chosen-plaintext attack against DES. Thest éittack,
key-dependent data path for encryption in an FPGuchv which turns out to be less efficient from a theiwadtpoint
produces a bitstream of about 12 Gbps. Neverthelres Of view, gives birth to a very fast hardware impertation
latency to change keys is tenth of millisecondsDBS [6]. In fact, this attack requires only 212 chosen-
implementation is also downloadable from FreelP fird  Plaintext/ciphertext pairs, but recovers only seken bits.
encrypts at 3.05 Gbps. Last known implementatioasew This attack allowed us [6] to recover the full kieyless
announced by Xilinx company, including FpgAhan two hours with eight FPGAs used in parallele W
implementations of a complete unrolled and pipeliles denote it Knudsen's attack. o
encryptor/decryptor. The 16-stage and 48-stagelipaze AIthough Matsui's linear cryptanaly5|s is the_ best
ores could achieve data rates of, respectivelybgs and known-plaintext attack known against DES nowaddys,

2 Gbps (these results were obtained with VIRTEX &tack still had a "theoretical” flavor, in the serthat very
technology). It also allowed changing the plaintete few experimental applications have actually been
key, and the encryption/decryption mode on a cipgle- performed: A single known-plaintext experimentatfona
cycle basis [1-3]. full DES cipher has been performeq in [5] and, lunti

In this paper, author proposes new mathematidgcently, remained the only practical test, to our
descriptions to implement and optimize DES in aGRP knowledge. _

Author obtains two original designs. Both permitfetient However, recent technological advances have made
pipeline levels and encrypt with data rates of 1@t5ps the required computing power reachable, as is wstee
and 21.3 Gbps with, respectively, 21 and 37 cydgs Py a set of 21 experiments for Matsui's approxioraf?],

latency (these results were obtained with VIRTEX [Bl. using the idle time of 18 Intel Pentium Il MX]
technology). capable of performing an attack in 4.32 days.

Based on our fast DES implementation, we propose an
FPGA implementation of Matsui's attack. It recoveps+
1 key bits in about 2.3 hours working with eightG4s.
In terms of computation time, Knudsen's attack is
better than Matsui's. Nevertheless, accordingemtimber
0 M.A. Miroshnik, M.A. Kovalenko, 2013 of plaintext / ciphertext pairs needed and the remmtf
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secret key bits found, Matsui's attack gives beatsults. 2 sum of the expanded R part and the 48-bit sulikey

In addition, Matsui's is a more realistic attacknpared to The result of the XOR function is sent to eight livwear S-
Knudsen's attack due to the known-plaintext cont®tr boxes (S). Each of them has six inputs bits and fou
solution is very useful to perform practical testéowing a outputs. The result is then permuted in the bokiRally,
comparison with theoretical estimations. We beli¢hvat to obtain the R part of the next round, a new mo@usum

our implementations are the fastest implementatiohs is performed between the P output and the R part of

Matsui's linear cryptanalysis known so far. previous round (the L part of current round). le tlast
round, no interchange of the 16-round R and L is
2 THE DESALGORITHM performed; the ciphertext is calculated by applyihg

In 1977, the Data Encryption Standard (DEgglverse of the initial permutation IP to the reaflthe 16th
algorithm was adopted as a Federal Informationd&sing round. _
Standard for unclassified government communicatiois. The secret key is expanded by the key schedule. The
still largely in use. DES [10-11] encrypts 64-biptks key schedule calculation is first based on the i6-b
with a 64-bit key, only 56 bits of which are us@tie other Permutation PC-1 whose output is split into 28#ddcks
8 bits are parity bits for each byte. The algorithas 16 € and D. ThenC and D are left (or right for decryption)
rounds. shifted once or twice, depending on the index efriund
For the enciphering calculation, the plaintext irstf (for decryption, no right shift is performed in thiest
permuted by a fixed permutation IP. The resultastrsplit round). The 48-bit subkey is obtained by a second
into the 32 left bits and the 32 right bits, regpety, L _perr_nutatlon, denoted PC-2. The DES algorithm isitiet
and R. The R part is expanded to 48 bits with thgby in Fig. 1
doubling some R bits. Then, it performs a bitwisedoio

T Key 1
‘--—-—~--\--—)-l--——--‘ Encryption
or
Decryption
PC1
1 Left Shift 1 Left Shift
L or No Shift ¢ or No Shift
1 Lok Shift or L‘__ 1 Left Shift or
1 Right Shift 1 Right Shift
K.
y
2 Left Shifis or 2 Left Shifts or
2 Right Shifts 2 Right Shifts
4
Y Y
I ]
1 Left Shiftor 1 Left Shift or
' 1 Right Shift 1 Right Shift <
! i ~_~_J
PC-2

Fig. 1. The DES algorithm
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3XILINX IMPLEMENTATIONS correct key bits depending on the encryptor/decnypt
The first proposed solution is a full unrolled an#node. The selected key bits are XORed with the R pa
pipelined DES implementation. It pipelines the dathe resulting 6-bit fields are used to addressSHeoxes
through 16 stages, putting registers after ea@fose critical path is one LUT followed by two
enciphering/key round. This increases the datahmagely, Multiplexer functions (F5 and F6). Finally, outphits
but also the |ogic requirement Compared to a saq,jenfrom t_h_e S-boxes are XORed with the L part. FIgI.eml'S
design. the critical path.
According to Fig. 4 and [14], the critical pathdbgh
the round is quite long. First, a multiplexer s&dethe

Encryption
/ Decryption
Key_decr
Key_encr
R+1part /,
¢ 3]
A, part

Fig. 2.Critical part of the DES design

The first proposed way to reduce this critical patto 4 PROPOSED FPGA DESIGNS
combine the F6 function with the final XOR Operat'ﬁhe To be Speed efficient, we propose designs thatllunro
resulting 4-bit input logic function that fits imeL,UT and the 16 DES rounds and pipeline them. In additioe, w
eliminates the F6 delay. Another improvement is {ghplemented solutions that allow us to change the
decouple the key from the enciphering calculatibinis is  pjaintext, the key, and the encryption/decryptioode on
done with a precomputation of the key schedule.tB®, 3 cycle-by-cycle basis, with no dead cycle. Asslte we
multiplexer selecting the key can be removed frdv@ tcan achieve very high data rates of encryptionigxion
critical path, putting registers after this muléipér. with exactly the same interface as Xilinx.

Xilinx also proposes a second implementation. To Al of our implementations are first based on new
reach higher data rates, one inserts a pipelinadest mathematical representations of the DES algorithm.
respectively, after the key XOR and after F5 fumusi It |ndeed, the original description of DES is not optied
results in a 3-stage pipeline per round and a &§estfor FPGA implementation regarding the speed
pipeline ovd cipher. performance and the number of LUTs used. An FPGA is

Nevertheless, after checking and simulating thgir gased on slice composed of two 4-bit LUTs (Look Up
able source code on the web, we found two erroestr@y Taples) and two 1-bit registers. Therefore, anroatiway
forgot to put a 1-stage pipeline after the XOR bibkey to reduce the LUTs used is to regroup all the ligic
and R part. Actually, Xilinx implemented in 1-staggperations in order to obtain a minimum numberlotks
pipeline, but sent the XOR directly between that Rpart that take 4-bit inputs and give 1-bit outputs. dinlision, we
into S-boxes, in place of the correspond registe@de. have to note that permutation and expansion opesti
They also forgot to register the key before the XORypically, P, E, IP, IP-1, PC-1, and PC-2) do nequire

function. Therefore, their critical pal quite a binger. additional LUTS, but only wire crossings.
Finally, their solutions do not imply a correct DEfait can

encrypt every cycle.
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4.1 First Solution : Plaintext
In [15], equivalent mathematical descriptions f&E® R
are proposed. Based on these transformations, ogoge /\
new representations. First, we transform the rdundtion
of the enciphering computation. This transformatias no ‘L
impact on the computed result of the round. L

¥
Fig. 3. Modified representation of one DES-round i
p 5 LS
L. flf-" .
Fig. 3 shows a modified round representation, whe H"“;M,'\-'R
we move the E box and the XOR operation. This ivesl e
the definition of a new function denoted R (likeluetion): LE! |
K =
R=E™ ‘—-—éu—-j-q—ﬂ-i— Sy
0%, RE())=x; (1) ‘ A
YIE(R(Y))EY- .-Iw_. Rl
"‘-\-\..____ ___,_,_,-'-\'J e
Now, if we change all the enciphering parts of DE T
(see Fig. 1) with this modified round function aifidve — T

combine the E and XOR block with XOR block of the
previous round, we get the architecture detailefign 4.

In this new arrangement of the DES structure, itts¢ f
and last rounds are quite different from intermediznes. (P. Pl S|
Therefore, we obtain an irregular architectureaddlition,
we increase the number of E and R blocks, whicls cho
alter the number of LUTs consumed. We also keepthxa [ EF Ko
the same number of S-boxes, which is the expersve .
of the architecture. Finally, the number of modio sum — ¥
operators is slightly increased by 32 addition&lit2XOR P
operators. We can directly conclude that this desi T T
consumes more logic than Xilinx implementations. S~

The left part of Fig. 5 illustrates how the crifigmath, .
in our solution, is hugely decreased. We only keee S- ‘Eiilheﬁexl ;
box operator and one XOR function. With this santiwe LD
obtain a 1-stage pipeline per round. Due to thegutar
structure of our design, we have to add an additistage
in the first round. To be speed efficient for implentation
constraints, we also put a 2-stage pipeline, rasmdg, in
the input and in the output. As mentioned in trgurfe,
first and last registers are packed into |IOBs. &fee, we
obtain a 21-stage pipeline.

Fig. 4. First modified representation of the DE§oaithm
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21¢ycles of latency ' 37 cycles of latency

| Plaintexd |  Plaintext

Regisiers packed . Hegisters packad
into |ORB into 10Bs

Fig. 5. Pipelining our first solutions.

In the right part of Fig. 5, we put an extra pipei 5| INEAR CRYPTANALYSIS
stage in ach round in order to limit the criticatipto only This section is a brief reminder of Matsui's linear
one S-box. As a consequence, we get a 37-stagknpibe cryptanalysis [4], [5], [6] before explaining thesulting
design. VHDL design. Linear cryptanalysis is an attack lohea
the existence of some unbalanced linear relatipnshi
4.2 Second Solution between inputs and outputs of a reduced-round ofesi

- Another solution is .tO move the R and XOR of thﬂ]e target encryption scheme. In the case of DESSM
right part of the round into the left XOR operatifrthe  sed the relationship:

previous round. As a result, we obtain the architec

shown in Fig. 6. _ _ _ ) P [15]0Py[7,18,24,2911C, [7,18,24]=K{[22]0K 3[22]
As Fig. 6 underlines, we again obtain an 'rreQUIﬁK4[44]DK5[22]DK7[22]DK8[44]DK9[22]D
architecture. First and last rounds are quite diffe from K11[22]0K 1,[44]0K1422] @)

intermediate rounds. We also keep exactly the samé&
number of S-boxes as our precedent design. Butealéy where X[7,18,24,29] := X[TJX[18](X[24] IX[29]

decrease the number of modulo two sum operators. We A . . g .
. . : Basically, this relationship means that the exeiersir
e g™ of some we-chosen bis of the planext (ramdhe
I%i 6 gives more degtlails about the iniF;iaI rouricdor seventh, 18th, 24th, 29th bits of its high-ordertjpand
desi 9-99 some well-chosen bits of the ciphertext are eqaathe
esign. : ;

exclusive-or of some well-chosen secret bits of kbg

with probability different from .
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Fig. 6. Second modified representation of the DES
algorithm

We can easily calculate its dual,
reversing the expression

P.[7,18,24]1C [15]0Cy[7,18,24,29]=K[22]0
K3[44]0K4[22]0Kg[22]0K[44]10Kg[22]0K 1[22]0
K11[44]0K 12[22] 0K, 22]. ®)
Those characteristics are the best line
approximations of 14-round DES cipher.

p=:-19X%.

Expression (2) is then extended to the full 16 dsun
by adding two nonlinear round functions, respedyivin

satisfied with probability

the first and 16th rounds (we will leave the secon

relationship aside in this discussion since ithe first
one's dual):

obtained by

(llile(Y K1)[7,18,24],

P.[7,18,24,2911P,[15]0F(P.,K1)[15]0
Cul7,18,24]R4(CL,K16)[7,18,24]=K[22] 1K 4[22] O K 5[44]
OKg[22]0Kg[22] 0K o[44] 0K 1[22] 0K 15[22] 0K 15[44]
UK 1422], (4)
where F;(P.,K;) denotes the first round function. This
relationship keeps exactly the same probability23sIn
fact, only 6 bits ofK; (resp.Ky) influence the value of
F1(P.,Ky1) [15] (resp.F1s(CL,Kae) [7,18,24]).

If we compute this equation for all 4,096 possilg$
of the key K; and Ky), a large number of plaintexts,
knowing that only one of these 4,096 keys is casree
will find one significative probability correspondj to
the 12 correct key bits. The following algorithm
summarizes this idea.

Algorithm

1.For each candidateK{"|Ki?) (i = 1,2,.. .64,

j = 1,2, ..64) of K4Kye), let Ty be the number of
plaintexts such that the left side of the (4) imiaqto
zero.

2. LetT(mxi,maxj) be the maximal value'lj(mm i,min j) the
minimal value of all T,s, and N the number of
plaintexts / ciphertexts.

If | T(max i,max j)'N/2|>|T(min i.min j)'N/Zl, then adopt the
key candidate corresponding tgndx i max j)

If | Timax i,max jfN/2|<|Timin i,min jN/2|, then adopt the
key candidate corresponding t@u¥ i min j)-

An extra bit can be found thanks to (4). Indeed, 12
key bits of K andK;¢ were found thanks to the previous
algorithm and we can derive the value of

K[22]0K4[22]O0Ks[44]0K[22]0Kg[22] 0K g[44]

OK1g22]0K 1[22]0K 1344]0K 1422]

from the same experiments. It is therefore possible
recover 12 + 1 bits of the key. The same treatroentbe

applied to the dual equation (4), thus yieldingtaltof 26
bits. The remaining 30 unknown key bits have to be
searched exhaustively.

Let us have a look at the success rate of Matsui's

attack. In [4], the following lemmas are proposed:
Lemma 1. Let N be the number of given random
plaintexts and p be the probability that (4) holasd
assume |p is sufficiently small. Then, the succass of
the algorithm depends on the bits involved in thaagion
andvN|p only.

Generally speaking, it is not easy to -calculate

numerically the accurate probability above. However
under a condition, it can be possible as follows:tHis

aEase we rewrite it for Matsui's attack on a fui®
They are

Lemma 2. With the same hypotheses as Lemma 1, let
q*? be the probability that the following equation deFor
subkeys (K”|K1s?) and random variables X, Y:

(X R[LSIOFLS(Y Rug)[7,18,24]=R(X, K."[15]0
(5)

where K and Kg are the correct subkeys.
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Then, if " are independent, the success rate of the algotithm

00 w4V N(p—1)(1—¢*) (6)
/ 1/ fyy | fdz,

;1.':~2\/1\/—"pf§[ (i) .r:ffi\/ﬁ':(pg%)q("'-”

where the product is taken over all subkey candsdekcept (KKg)

We compute (6) to show the theoretical succebs computed exactly; therefore, we wused an
probability of Matsui's 14-round attack. (Due t@ ttarge approximation.) Results are shown in Table 1.
(4,095) number of factors involved, the equationldaot

Table 1
Success rate of Matsui's attack on a full DES

N 237 238 239 240 21 22 3 o4 25 246
Successratg 0,1% 0,1% 03% 08% 2,6% 9/3%84,9% | 71,8%| 953% 99,8%

For information, we give the complexities of Matsui This section will briefly introduce how we implenten
linear attack on a full DES predicted by KnudsemMatsui's linear cryptanalysis without 4,096 palalle
Comparing with Table 2, our theoretical result seémbe counters in one FPGA board, keeping our very fada d
too pessimistic. throughput. We do it with 4,096 RAM-based counters.

(We configure all the RAMs to have 8-bit addresd &6-
Table 2  bit data.)

Knudsen's value of the same attack In practice, we need to implement 4,096 RAM based
N 2% 2" 2 counter values, with only 32 parallel access (wéthl and
Success rate 32,5% 77,79 99,49, writing operations; we use dual access RAMSs). Tioeee
this operation can be performed in 128 clock cycles
6 FPGA IMPLEMENTATION OF MATSUIS This is practically performed using a large
ATTACK serial/parallel converter making the ciphertext sbit

As previously described, Matsui's linear cryptasly inV(_)Ived in Matsui's linear approximation (4) awdle
allows us to find 26 key bits with about 243 knowrduring 128 cycles. _ L _ _
plaintexts. We propose an FPGA implementation of BY €hoosing the plaintext bits involved in the bme
Matsui's attack that permits recovering 12 + 1 bigg with 2PProximation (4) such that they are fixed during same
about 243 known-plaintexts. We did not use the secol28 clock cycles, we avoid the need of a seriafjir
relation to spare hardware resources and we debtidese converter for the plaintext bits. We also avoid tlee of

our second 21-stage pipelined DES, which is theefewOR oOperators between plaintext and ciphertex.t spart
resources consuming design. In order to increaee(tpTherefore' we spare a lot of hardware resourcesjuate

performances, we parallelized two of them so thaget a need am-delay shift registerdR block) to synchronize the

data rate of two encryptions per cycle. We also ifresti 9€Sign- _ _ .
them in order to gain resources space: The keydste 10 generate plaintext bits, we use an LFSR of %5 bi

was simplified and the input and output registersray @nd @ 6-bit counter (the remaining bit is usedtfar two
removed. DES parallelization). This counter controls thep@rt used

Nevertheless, for a hardware implementation, thiem4® calculate H15], varying every 128 cycles. Therefore,
problem of this attack is thé2counters needed to perfornfVe oObtain 128 successive cycles where thep@rt of
the key guess. Knowing that about 24,000 LUTs abtel F1(PLK1)[15]is constant.
on our FPGA, the implementation of**2parallelized Knowing 256 parallelized results of
counters is much too expensive to be realisticsggo00 P[7,18,24,290P[15]U0C,[7,18,241Fi(Ci, Ky4)[7,18,24],
LUTS). (We have to keep a sufficient bits size, $8ybits, W€ have to count the number of bits equal to Osarmract

for the counters to have an efficient and feasibfe?d: thanks to the previous comment (we only stbee
implementation.) bias). We obtain 9-bit result, calleias in Fig. 6.
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Depending on the 32 parallelized values @fPEK;+i)
[15], we have to carry out a subtraction or an tholdi 1.
between the 32 RAM values stored (in the corredrest)
and thebias value. (We have i = from 0 to 31 aKd equal
toOorl)

Therefore, we get one Matsui's attack implementati@.
that allows us to recover 12 + 1 secret key bitsr O
cryptanalysis design is based on a sequentializedsa of 3.
4,096 counters, without altering the encryptiore rat two
DES per cycle. To analyze our experiments, the 61,09
RAMs stored results are sent to the PC when ortherh 4.
exceeds the 16-bit RAM data size. In addition, Rtz can
send the secret key to the FPGA board. This allosvio
perform very practical tests. 5.

7EXPERIMENTAL RESULTS

In this section, we give the results we got runnir@
Matsui's attack on eight Xilinx FPGAs (VIRTEX1000
bg560-4). We carried out the experiments at a work
frequency = 66.6 MHz (Z9) (Because of the FPGA heat
running at 66 MHz, we do not carry experimentsighér
frequency. It is why we use our second 21-stagetisaol,
which is the less resource consuming design.). éfbee, /-
we are able to compute ZX2quations per second. Using
eight FPGA boards, “2 evaluations take less than 2.3
hours.

We performed tests with 71 different keys. Table 9.
summarizes the experimental success rate of thekafibr
various amounts N of chosen-plaintext/ciphertextgpa

These experimental results suggest that Mats@:

theoretical analysis is quite good (see Tables & @&n

Indeed, our results are very close to mathematidsl-

estimations.

CONCLUSION

This paper deals with two new ideas for FPG@
implementations of DES leading to four improvedqgbical
appropriate implementations. All of them are veificeent
in terms of speed and/or resources needed. Therpaher
presents the first known FPGA implementation of ddis
linear cryptanalysis. The resulting attack is cépabf
finding a 13-bit key in less than 2.3 hours, usgight
FPGA boards. In addition, it is worth noting thaith the
new Xilinx FPGA (Xilinx VIRTEX-Il XC2Vv8000), we
would be able to carry out the same attack in akcuur,

12.

3.

14.

15.
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Mupomrnuk M.A., Kosanenko M.A. Hcnoan3oBaHue
JINC pasi peanu3anuii crangapra mudpoBaHus

JaHHbIX. B Hacrosimedl cratbe mMpencTaBiIEHBI JBE
OpUTHHAIILHBIC peam3anuu TUINC DES
mgposanust / gemnppoBaHus. Ora peanu3anus

SIBIITIOTCST  CAaMOW  OBICTPOJCHCTBYIONIEH B HACTOSAIIEE
Bpems. B cxeme Tekct, Kimo4 u pexum (wudpoBaHue
(xomupoBanue) / pacimdpoBka (IeKOAUPOBAHKE)) MOLYT
OBITH M3MEHEHBI 6e3 MacCUBHBIX LIUKJIOB.
Pesynsrupyromas cxema passepHyTa Ha BoceMb u IIJIMC
no3BossieT Haiitu (12 + 1)0uroB kimroya 3a 2,34acos.
KioueBbie cJI0Ba! KpunTorpadus, CTaHaapT
mpPOBaHUS NAHHBIX, JMHEHHBIN KpunToaHamu3, FPGA,
3¢ dexTUBHBIC peaTu3aIuy.

Mipomnnk M.A., KoBanenko M.A. Bukxopucranus
IJIIC nas peanizauniii cranaapty mudppyBaHHs JaHUX.
VYV mii cTarTi mpeAcTaBlieHi MBI OpHUTIHAIBHI peaizamil
IJIIC DESmmdpysanus / nemmdpysanss. L peaizaris
€ caMOI0 MIBHIOKOMIIOYOIO B MaHWM 4dac. Y CXEMI TEKCT,
KIr0Y 1 pexxum (mdpyBanss (kogysanHs) / po3mmppoBKa
(mexomyBaHHs)) MOXYTh OyTH 3MiHEHI 0e3 MACHBHHX
KB, Pesynbryroua cxema posropHyra Ha Bicim 1 ITIJIIC
Jo3Boutsie 3HaiTn (12 + 1)6iTiB kiaroua 3a 2,3 TO/UH.
Karouosi cioBa: xpunrorpadis, cranaapt mupyBaHHS
IaHux, JiHiHEA kpunroaHami3, FPGA, edexTuBHi
peaiizarii.

Penensent a.T.H., mpodeccop, npodeccop kadenpsr CKC
Jluctposoit C.B. (YkpI'AXKT)

Ilocmynuna 13.12.2013-.
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